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��PRIVATE ��Emergency Preparedness Section�tc  \l 1 "Emergency Preparedness Section"�



A.	General Information



A.1	Overview



This plan formally describes the management structure, supporting facilities and equipment, and emergency operating procedures for the continuity of mission-critical applications and emergency functions in the event a disaster renders the Albuquerque Operations Office, Albuquerque Financial Service Center (AFSC) Hewlett-Packard (HP) computers inoperable.



This AFSC Disaster Recovery Plan was developed with information gathered by the Headquarters’ Corporate Financial Systems Division (CFS) from The Hewlett-Packard Readiness Plan, dated February 1995, The Hewlett-Packard Continuity of Operations Plan, dated February 1995, and from basic templates and specific guidelines established by Headquarters’ HR-4 Continuity of Operations/Disaster Recovery Coordinators. 



The Disaster Recovery Plan is based on the following assumptions:



o	A Memorandum Of Understanding (MOU), Disaster Recovery “Hot Site” Agreement, has been signed by the three CFO Service Centers implementing this plan (see APPENDIX A).  In the event of a disaster affecting only one of the two AFSC HP computers, the unaffected system will be used as a backup.  (Refer to the Limited Disaster Recovery Scenario Procedures)



o	The AFSC HP computer processors, network / communications, data storage devices or user work areas have been deemed inoperable for a period longer than 2 days from the point of disaster, such that an alternate location for processing is required.



In the event of a disaster rendering the entire Albuquerque Operations Offices’ Computer Center inoperable, please reference the Information Resources Management Division’s Disaster Recovery Plan for the Central Computer Facility.





A.2	Scope



This plan outlines the prodcedures essential to recovering unclassified applications deemed “mission-critical” on the AFSC HP computers.  There are no provisions for recovering classified applications at this time, and no classified information currently exists on the HP computers.



The following applications operating on the HP Production computer system have been deemed “mission-critical”.



 o	Albuquerque Operations Office

	Departmental Integrated Standardized Core Accounting System (DISCAS)



o	Idaho Operations Office

	Departmental Integrated Standardized Core Accounting System (DISCAS)



o	Nevada Operations Office

	Departmental Integrated Standardized Core Accounting System (DISCAS)



o	Oakland Operations Office

	Departmental Integrated Standardized Core Accounting System (DISCAS)



The criteria, or criticality levels under which these applications have been determined to be “mission-critical” are:



o	Criticality Level 7 -	potentially large financial losses would be associated with an inability to perform the function  (i.e. loss incurred with inability to process invoices in a timely manner).



o	Criticality Level 8 -	large expense in performing accounting functions manually.



o	Criticality Level 11 -	repository for accounting data not easily recreated by other means.

�B.	Mission-Essential Recovery Team Responsibilities



The Mission-Essential Recovery Team(s) will have specific responsibilities and duties in the event of a total emergency/disaster (local or regional), which affects the Hewlett-Packard computers in Albuquerque, New Mexico.  It will consist of a team leader; administrative support staff; and, individuals qualified to accurately assess the requirements for recovery and to assist in the recovery at Hot/Interim/Home Site(s):



B.1	Mission-Essential Recovery Team



Team Leader

o	Computer Specialist (IRMD)



Team Members

o	HP Computer Support staff

o	Telecommunications

o	Computer Operators

o	Tape Librarian

o	Mission-Critical Applications Support

o	System Accountants (Service Center & Satellites)



The Mission-Essential Recovery Team initiates software recovery at the Hot/Interim/Home Site(s), determines changes to telecommunication configurations or procedures, and provides details of necessary changes for transmission to users.  The Team manages daily operational tasks at the Hot/Interim/Home Site(s), retrieves/replaces items from on-site/off-site storage, and coordinates the reestablish normal processing at the DOE Albuquerque Computer Center Facility.   To adequately support operations, specific shifts may be established for each of the areas of responsibility on the Mission-Essential Recovery Teams. 



3.2	Documentation Responsibilities



o	Hardware Inventory

o	Software Inventory

o	Telecommunications Recovery Procedures

o	Applications Recovery Procedures



3.3	Planning Responsibilities



o	Ensure off-site storage of documentation  

o	Testing of recovery procedures for system software

o	Testing of application recovery procedures

o	Document CPU licensed software

o	Verify minimum hardware requirements for alternate site processing

o	Verify minimum telecommunications requirement for alternate site processing



3.4	Continuity Of Operations Responsibilities



o	Retrieve needed items from on-site/off-site storage

o	Coordinate with management at the alternate processing location during the situation

o	Initiate telecommunications

o	Provide recovery of mission critical software and data

o	Coordinate processing schedules of applications at the alternate processing site

o	Determine changes users will have to make to their configuration (i.e., telecommunications) in response to changes to the alternate processing location's configuration

o	Provide description of necessary user configuration changes for transmission to users

o	Manage day-to-day computer operations at the alternate processing location

o	Schedule personnel for specific shifts at the alternate processing location

o	Provide status reports on a daily basis, or as needed, regarding operational capabilities and problem areas



�C.	Notification Lists



C.1	Team Points of Contact



Team Responsibility�Point of Contact�Phone Number��Team Leader, (IRMD)��(xxx) xxx-xxxx��HP Computer Support staff����Telecommunications����Computer Operators����Tape Librarian����Mission-Critical Applications Support����System Accountants (Service Center & Satellites)



Albuquerque

Idaho

Nevada

Oakland��������

C.2	Vendor Notification List



Vendor�Point-of-Contact�Phone��Hewlett-Packard�Bill Litte �(915) 485-9408��Unison-Tymlabs�Tammy Bauer �(708) 516-8077��Vesoft�Jean Noble �(310) 282-0420��Aldon�Ed Gold �(800) 825-5858��Bradmark�Cheryl DeSantis �(713) 621-2808��Cognos�Steven Carey �(703) 448-8218��Lund�Will Lancaster�(503) 926-3800��Rac�Richard Corn�(360) 357-9572��Robelle�Nikki Gunther �(888) 762-3553��Security Dynamics�Bruce Krotz �(617) 876-9640��Unison�Ramona Sublett �(800) 767-0611��Vesoft�LeAnn Littrell �(310) 282-0420��3kAssociates�Geoff Harper �(703) 569-9189��

�C.2	Mission Essential Applications Points of Contact



The following list contains user and support programming contacts for those applications which have been identified as mission-critical. The "code" column indicates personnel function:



	U = User

	S = Support Programmer

	"*" following the code indicates alternate personnel.



Application �Name�Code��DOE/AL DISCAS �Certifying Officer �U���Fiscal Operations Personnel�U���Vendor/Grantee Personnel�U���Travel Services Personnel�U���Accounting Operations Personnel�U���Systems Accountant�U���HP App. Programmer�S������DOE/AL BUDGET SYSTEM �HP App. Programmer �S������DOE/ID DISCAS �Certifying Officer �U���Fiscal Operations Personnel�U���Vendor/Grantee Personnel�U���Travel Services Personnel�U���Accounting Operations Personnel�U���Systems Accountant�U���HP App. Programmer�S������DOE/ID BUDGET SYSTEM�Undetermined�������DOE/NV DISCAS �Certifying Officer �U���Fiscal Operations Personnel�U���Vendor/Grantee Personnel�U���Travel Services Personnel�U���Accounting Operations Personnel�U���Systems Accountant�U���HP App. Programmer�S������DOE/NV BUDGET SYSTEM�Undetermined�������DOE/OAK DISCAS �Certifying Officer �U���Fiscal Operations Personnel�U���Vendor/Grantee Personnel�U���Travel Services Personnel�U���Accounting Operations Personnel�U���Systems Accountant�U���HP App. Programmer�S������DOE/OAK BUDGET SYSTEM�Budget Requirements�U���Contractor Support�S������������������

��PRIVATE ��Emergency/Disaster Assessment and Response�tc  \l 2 "Emergency/Disaster Assessment and Response"�



1)	Assess the Disaster Situation (Do we have a disaster?)



2)	Will it be resolved in 2 days or less?





3)	Decide which critical applications will be effected.



4)	Decide proper disaster scenario procedure to follow



o	Limited Disaster?



o	Total Disaster?

��PRIVATE ��Disaster Recovery Scenarios Overview Conceptual Design�tc  \l 3 "Disaster Recovery Scenarios Overview Conceptual Design"�



Overview



The disaster recovery scenario overview conceptual design shows the recovery decision tree in the event of a disaster at one of the CFO HP Systems Service Centers.  Scenarios have been setup showing possible disaster situations and whether they are considered a “limited” or “total” disaster.  The disaster recovery scenarios overview displays general categories of scenarios for both “limited” and “total” disaster situations that could occur.  Each general scenario on the overview tree shows the flow of recovery which points to procedures on the tree for the necessary steps to recover. This decision tree should be used as an overall guide in deciding whether the disaster situation would be a limited or a total disaster.





�



Limited Disaster 



A disaster that can be recovered on-site with existing or easily obtainable equipment; normal operations can be made available within a reasonable amount of time; and, will have a limited impact on the entire Mission-Essential user community and/or a major impact on part of the user community.



Total Disaster 



A disaster that cannot be recovered on-site with existing or easily obtainable equipment; normal operations cannot be fully restored within a reasonable amount of time; and, will have a major impact on the entire Mission-Essential user community.



Limited Disaster Scenario Procedures



At this level on the overview tree a limited disaster has been declared.  The procedures are intended to display the general on-site recovery procedure for limited disaster situations.  Since most limited disasters are recovered on site, the existing HP systems will be used for the recovery process.  However, situations may occur where a limited disaster will have to be escalated to a total disaster situation.  These situations are displayed on the Limited Disaster Scenario 1 and 3 Procedure Trees.  They would normally be a limited disaster, but after further assessment, it is determined that a Hot Site is necessary.  To reference the overview tree in this situation, start over on the Disaster Recovery Scenarios Overview tree and flow down the Total Disaster Recovery branch and find the proper procedure to handle the situation.



Total Disaster Scenario Procedures



These procedures are intended to display the general recovery procedure when an alternate processing site (Hot Site) is required to recover from a disaster situation.  They consider moving to an interim site (Cold Site) in the event the Home Site will not be available and when the agreed to maximum number of days permitted at the Hot Site is reached.  In this case, a Cold Site would be used until the Home Site is ready.

��PRIVATE ��Limited and Total Disaster Recovery Scenario Procedures�tc  \l 1 "Limited and Total Disaster Recovery Scenario Procedures"�



�PRIVATE ��Procedures Common to All Scenarios�tc  \l 2 "Procedures Common to All Scenarios"�

��PRIVATE ��Loss of Network/Communications�tc  \l 2 "Loss of Network/Communications"�



This section defines the procedures, based upon various disaster scenarios, that will be used to recover from both limited and total disasters resulting from the loss of all or part of the network/communications at the CFO Financial Service Center and/or one of it’s Satellite Sites.



The structure of these recovery procedures consists of three main sections.  The first section defines common recovery options referenced for different scenarios.  The other two sections contain the various network/communications scenarios and recovery procedures for limited and total disasters.



	Section 1.	Common Network/Communications Recovery Options (referenced in multiple scenarios)



Section 2.	Partial Loss of Network/Communications Scenarios

	a. Partial Loss of Network/Communications at a Satellite Site

	b. Partial Loss of Network/Communications at the CFO Service Center

	c. Partial Loss of the Wide Area Network (WAN)



Section 3.	Total Loss of Network/Communications Scenarios

	a. Total Loss of Network/Communications at a Satellite Site

	b. Total Loss of Internal Network Communications at CFO Service Center

	c. Total Loss of the Wide Area Network (WAN)



Section 1.	Common Network/Communications Recovery Options



o	Option 1 - Dial-up Modem Access to the Production System



-	The disaster site will use modem access to dial into the AFSC HP3000 959/200 Production System.



-	Dial-up access number for minimum 9600 baud Dial-up modems

(800) 861�3054



Refer to Appendix G (Telecommunications Requirements) for additional modem configuration settings.



o	Option 2 - Direct TELNET Access to the Production System



-	Turn on Direct TELNET Access to the AFSC HP3000 959/200 Production System. 



(Put Procedure here to initiate TELNET on the Production System) Need Hamilton/Cheryl’s input. 



-	The Satellite users will have to make the following changes in Reflections or modify login script files to reflect the following parameter changes.  This will allow them to TELNET directly to the HP3000 Production System:



Connection Type:	TELNET-Mgr

Host Name:		198.51.239.1

Parity:			8/None

	

o	Option 3 - Dial-up Modem Access to the Test System



-	The disaster site will use modem access to dial into the AFSC HP3000 918 Test/Development System.



-	Dial-up access number for minimum 9600 baud Dial-up modems

 (800) 861-3054



Refer to Appendix G (Telecommunications Requirements) for additional modem configuration settings.



o	Option 4 - Direct TELNET Access to the Test System



-	Turn on Direct TELNET Access to the AFSC HP3000 918 Test/Development System.



(Put Procedure here to initiate TELNET on the Test System) 



-	The Satellite users will have to make the following changes in Reflections or modify their login script files to reflect the following parameter changes.  This will allow them to TELNET directly to the HP3000 918 Test/Development System:



Connection Type:	TELNET-Mgr

Host Name:		xxx.xxx.xxx.xxx

Parity:			8/None





Section 2.	Partial Loss of Network/Communications Scenarios



2.1	Partial Loss of Network/Communications at Satellite Site

	

o	Alternate Access to the CAC CFO HP Production System



Recovery Option 1, Dial-up modem access, will be used by the effected users at the Satellite Site.  Site specific Contingency Plans should be referenced for additional instructions and/or changes that may be necessary to allow for Dial-up modem access.  No changes will be necessary for the HP Systems.



Recovery Option 2 may be an option depending on the severity of the communications failure at the Satellite.  Direct TELNET Access on the HP Production System must be turned on before this option can be used.  These instructions are defined in Recovery Option 2.



o	Escalate the disaster from a Limited to a Total Disaster



Reference sub-section 1.3.1 on Total Loss of Network/Communications at Satellite Site



2.2	Partial Loss of Network/Communications at the AFSC



o	Alternate Access to AFSC HP Production System



Recovery Option 1, Dial-up modem access, will be used by the effected users at the Satellite Site.  Site specific Contingency Plans should be referenced for additional instructions and/or changes that may be necessary to allow for Dial-up modem access.  No changes will be necessary for the HP Systems.



Recovery Option 2 may be an option depending on the severity of the communications failure at the Satellite.  Direct TELNET Access on the HP Production System must be turned on before this option can be used.  These instructions are defined in Recovery Option 2.



o	Alternate Access to the AFSC HP Test/Development System



Set up the accounting structure for the disaster site on the AFSC HP3000 918 Test/Development System. (Reference Appendix B - Critical Accounts and Users)



Restore the critical directories/files for the disaster site to the AFSC HP3000 918 Test/Development System. (Reference Appendix C - Critical Files)



Setup Transaction Logging on the AFSC HP3000 918 Test/Development System for the critical databases. (Reference Appendix D - Table for Transaction Logging)



Recovery Option 3, Dial-up modem access, will be used by the effected users at the Satellite Site.  Site specific Contingency Plans should be referenced for additional instructions and/or changes that may be necessary to allow for Dial-up modem access.  No changes will be necessary for the HP Systems.



Recovery Option 4 may be an option depending on the severity of the communications failure at the Satellite.  Direct TELNET Access on the HP Test System must be turned on before this option can be used.  These instructions are defined in Recovery Option 4.



2.3	Partial Loss of Wide Area Network



o	Alternate Access to CAC CFO HP Production System



Recovery Option 1, Dial-up modem access, will be used by the effected users at the Satellite Site.  Site specific Contingency Plans should be referenced for additional instructions and/or changes that may be necessary to allow for Dial-up modem access.  No changes will be necessary for the HP Systems.



Recovery Option 2 may be an option depending on the severity of the communications failure at the Satellite.  Direct TELNET Access on the HP Production System must be turned on before this option can be used.  These instructions are defined in Recovery Option 2.



o	Alternate Access to the AFSC HP Test/Development System



Set up the accounting structure for the disaster site on the AFSC HP3000 918 Test/Development System. (Reference Appendix B - Critical Accounts and Users)



Restore the critical directories/files for the disaster site to the AFSC HP3000 918 Test/Development System. (Reference Appendix C - Critical Files)



Setup Transaction Logging on the AFSC HP3000 918 Test/Development System for the critical databases. (Reference Appendix D - Table for Transaction Logging)



Recovery Option 3, Dial-up modem access, will be used by the effected users at the Satellite Site.  Site specific Contingency Plans should be referenced for additional instructions and/or changes that may be necessary to allow for Dial-up modem access.  No changes will be necessary for the HP Systems.



Recovery Option 4 may be an option depending on the severity of the communications failure at the Satellite.  Direct TELNET Access on the HP Test System must be turned on before this option can be used.  These instructions are defined in Recovery Option 2.





Section 3.	Total Loss of Network/Communications



3.1	Total Loss of Network/Communications at a Satellite Site



o	Refer to the Disaster Site’s Contingency Plan.  This will define the Satellite’s procedures to follow during a Network/Communication disaster.



o	Move critical personnel to the designated Hot Site Work Area location where Dial-up modem access will be used to dial into the AFSC HP3000 959/200 Production System until the site’s network/communications are restored.



Dial-up access number for minimum 9600 baud modems

(800) 861-3054.



o	Move critical personnel to the AFSC to work until the site’s network/communications can be restored.



3.2	Total Loss of Internal Network/Communications at the CFO Service Center



o	Move applications to Hot Site.  (Refer to Appendix K - Hewlett-Packard Continuity of Operations Procedures for the detailed procedures for moving applications to the designated Hot Site).



3.3	Total Loss of Wide Area Network (WAN)



o	Procedures to be determined by the Office of the Assistant Secretary for Environmental Management (EM).

��PRIVATE ��Loss of AFSC HP Processors�tc  \l 2 "Loss of AFSC HP Processors"�



	This section defines the procedures that will be used to recover from both limited and total disasters resulting from a total or partial loss of the AFSC HP Processors at the Albuquerque Financial Service Center.



	The structure of these recovery procedures are comprised of two main sections.  The first section defines the recovery procedures to recover from a partial loss of the CFO HP processors.  The second section defines the recovery procedures for a total loss of the AFSC HP processors where use of the designated Hot Site would be required to recover.



Section I.	Partial Loss of CFO HP Processors



o	Recovery Option 1 -Continue operations on the AFSC HP3000 959/200 Production System using one processor if possible.



o	Recovery Option 2 - Move critical applications to the AFSC HP3000 918 Test/Development System.



Structure of recovery procedures to move critical applications to the Test system.



1.	Coordinate creation of user IDs on Test System Processor

2.	Identify and implement required telecommunication changes

3.	Install any necessary third-party software

4.	Restore critical files and setup applications 

5.	Coordinate processing schedule/system availability

6.	Coordinate return to normal processing at DOE Headquarters



1.1	Recovery Procedures to use the AFSC HP3000 918 Test Development System as an alternate recovery system.



1.1.1	Coordinate creation of accounts and user IDs on Alternate Site Processor



1.	Review list of critical system accounts and users (See Appendix B - Critical Accounts and Users)



2.	Create the critical accounts and user IDs on the Test system.



1.1.2	Identify and implement required telecommunication changes



1.	Verify telecommunication requirements for access to the Test system.  (Reference Appendix G - Telecommunications Requirements). 



2.	Modify the configuration of terminals/PCS to be used in accessing the HP3000 947 Test System based on the above information.



3.	Communications via the SNA/NRJE link from the DOE Headquarters production Hewlett-Packard computer to the DOE Headquarters MIS computer will operate under the following guidelines:



A.	If the Headquarters MIS computer is unaffected by the disaster and operating normally, data to be transmitted to the MIS computer may still be transmitted via the SNA/NRJE link from the Test System to the Headquarters MIS computer.  Any data being sent from the MIS computer to the Headquarters HP computer may be rerouted to the Test System’s designated Remote Id.



AFSC HP3000 918 Test System - RMTxx



B.	If communications to the Headquarters MIS computer is no longer possible, any data to be transmitted between the production HP computer and the Headquarters MIS computer at Headquarters will be sent via tape.



1.1.3	Install Third-Party software



System software, as defined in Deliverable #3 (Hardware/Software Acquisition Planning and Estimated Costs), has been separated into two groups: standard and non-standard.



All standard and non-standard system software is currently available on the CAC CFO HP3000 947 Test System. (Reference Appendix G - Hewlett-Packard Continuity of Operations Procedures, section 2.3 - Install ThirdParty Software, for a list of standard and non-standard software).



	1.1.4	Restore critical files and setup applications



1.	Verify that the current operating system software being used on the HP3000 Test System is the same version currently being used on the HP3000 Production System at AFSC.  In the event, that both systems are not on the same operating system, the operating system software will be updated prior to beginning the recovery. 



2.	Verify that all necessary accounts/user IDs have been created.



3.	Option 1 -	Move the disc drives containing the volume sets for the critical applications from the Production System to the Test System.



A.	Disconnect the drives from the Production System.



B.	Reconfigure the HP Test System for the additional disc drives and/or boards.



C.	Reconnect them on the Test System.



D.	Reboot the system



E.	Go to step 5  



	Option 2 -	Restore critical files from the most recent backup tapes (daily/weekly) using the RoadRunner utility. (see Appendix C - Critical Files)



4.	Restore any critical files not contained on the most recent backup from the most current weekly backup tapes using the RoadRunner utility.



5.	Setup database transaction logging identifier for the production databases as required.  (See Appendix D - Table for Transaction Logging, for further information on database logging) 



The creator of the databases should perform the following:



A.	Logon to the group and account containing the database files.



B.	Define the Logging Identifier by issuing the command



GETLOG logid;LOG=LOGDISC.PUB,DISC;PASS=password;NOAUTO



C.	Execute the DBUTIL program, and verify that the databases to be logged have "LOGGING ENABLED", and the LOGID is set as defined above.  If the databases are not properly configured for logging, issue the following commands for each database as required:



>SET databasename LOGID=logid password? password



>ENABLE databasename FOR LOGGING



D.	While still executing the DBUTIL program, assign new passwords for each of the production databases using the following command:



>SET databasename PASSWORD user_class = new_password



6.	If necessary, perform a Roll-Forward recovery on the databases using the current database transaction logfile.



The creator of the databases should perform the following:



A.	Logon to the group and account containing the databases.



B.	Execute the DBUTIL utility.  Enter the commands "DISABLE databasename FOR ACCESS", and "ENABLE databasename FOR RECOVERY" for each database to be recovered.



C.	Execute the DBRECOV utility, and enter the following commands:



>CONTROL NOSTAMP, NOSTORE, MODEX

>RECOVER databasename,databasename, ...

>RUN

>EXIT



D.	Execute the DBUTIL utility again.  Enter the commands "DISABLE databasename FOR RECOVERY" and "ENABLE databasename FOR ACCESS" for each database recovered.



7.	Install the UTILDB database for use with the DOEOPEN routine:



A.	Logon to the group and account containing the UTILDB database and execute the DBUTIL utility.  Enter the command "RELEASE UTILDB", followed by "ERASE UTILDB"; then exit DBUTIL.



B.	Review the file, DRHPUSER.PUB, to ensure the specified user IDs and account names are correct.



C.	Create and install the following Account level UDC in the account containing the UTILDB database:



DISCSEC

OPTION LOGON,NOBREAK

FILE UTILDB.PUB.SECURITY=UTILDB.PUB

FILE DUSERID.PUB.SECURITY=DRHPUSER.PUB

FILE SPFSECTY.PUB.SECURITY=SPFSECTY.PUB

IF "!HPUSER" <> "MGR" THEN

SPPSECTY

BYE

ENDIF

****************************

 

D.	The creators of the production databases will need to logon to the account containing the UTILDB database and reenter the passwords for the following databases:



BUDDB.PUB.accountname

COREDB.PUB.accountname

CMISDB.PUB.accountname

FINDB.PUB.accountname

JRNLDB.PUB.accountname

MARSDB.PUB.accountname

MCTLDB.PUB.accountname



E.	Install an Account level UDC in each of the production accounts to redirect access to the UTILDB database from the SECURITY account to the account being used at the Alternate Site.  This UDC should appear as follows:



SETUTIL

OPTION LOGON, NOBREAK

FILE UTILDB.PUB.SECURITY=UTILDB.PUB.accountname

*********************



8.	Install current System level UDCs, and application Account level UDCs in each of the production accounts.  Additional UDCs being installed with the LOGON option should be merged with the SETUTIL command, defined above, to avoid any conflicts that might be caused by having multiple Logon UDCs.



9.	To create new logfiles, and initiate database transaction logging, execute the following jobs:



JBLDLOG.STREAMS.HQTMS

JBLDCH.STREAMS.HQTMS

JBLDMARS.STREAMS.HQTMS

JBLDDAAD.STREAMS.HQTMS



10.	At this point, the applications should be fully operational.



1.1.5	Coordinate processing schedule/system availability



1.	If sufficient system resources are available on the Test System, then the system availability will follow it’s normal schedule.



2.	If insufficient resources exist to allow concurrent processing, the critical production applications, that have been moved to the Test System, will take precedence over normal system activity on that system.



1.1.6	Coordinate the return to normal processing on the AFSC HP3000 Production System



1.	Perform a complete backup of files on the Test System for restoration on the AFSC HP3000 Production System.  These files should then be deleted from the Test System.



2.	The database creators should remove the logging identifiers created during application setup by performing the following:



A.	Logon to the account containing the database files.



B.	Delete the logging identifier by issuing the command



	:RELLOG logid



3.	Remove the accounts/user IDs created on the Test System, including the completion of any required documentation.



4.	Return the telecommunications configurations of all terminals/PCS to the normal configuration used in accessing the AFSC HP3000 Test System. Reference the telecommunication table in Appendix G (telecommunications Requirements) for the proper configuration.



5.	Upon the return to normal processing on the AFSC Production System, it is recommended that the production databases be assigned new passwords using the procedure outlined in section 1.4. 

�Section II	Total Loss of CFO HP Processors



Recovery Process -	Move applications to the designated Hot Site as referenced in Appendix A - (CFO Service Center “Hot Site” Agreement).



Reference Appendix K - (Hewlett-Packard Continuity of Operations Procedures) for the detailed procedures for moving applications to the designated Hot Site.



��PRIVATE ��Loss of Data Storage Devices�tc  \l 2 "Loss of Data Storage Devices"�



This section defines the procedures that will be used to recover from both limited and total disasters resulting from the loss of all, or partial loss of data storage devices on the AFSC HP Production System.



The structure of these recovery procedures are comprised of two main sections.  The first section defines the recovery procedures to recover from a partial loss of data storage devices.  The second section defines the recovery procedures for a total loss of all the data storage devices where you would have to use the designated Hot Site to recover.



I.	Partial Loss of CFO HP Production data storage devices



Recovery Process Option 1 -	Move effected critical applications to another storage device on the AFSC HP3000 959/200 Production system.



Assess the situation and determination whether another storage device on the production system can be used or if non critical applications can be removed to make room on another volume set for the critical applications that are effected.

 

Recovery Process Option 2 -	Move critical applications to the AFSC HP3000 918 Test/Development System.



Recovery Process Option 3 -	Escalate this disaster to a Total Disaster.



If neither Option 1 or Option 2 are available, escalate this disaster to a Total Disaster.



Structure of recovery procedures to move critical applications to the Test system.



1.	Coordinate creation of user IDs on Test System Processor

2.	Identify and implement required telecommunication changes

3.	Install any necessary third-party software

4.	Restore critical files and setup applications 

5.	Coordinate processing schedule/system availability

6.	Coordinate return to normal processing at DOE Headquarters



1.1	Move critical applications to the AFSC HP3000 918 Test/Development System.  Reference section 1.1 in Loss of  CFO HP Processors (Recovery Procedures to use the CAC CFO HP3000 947 Test Development System as an alternate recovery system).



1.2	Escalate the disaster from a Limited to a Total Disaster



Reference the section for Total Loss of Data Storage Devices



II.	Total Loss of Data Storage Devices



Recovery Process -	Move applications to Hot Site. (Refer to Appendix K - Hewlett-Packard Continuity of Operations procedures for the detailed procedures for moving applications to the designated Hot Site).

��PRIVATE ��Loss of User Work Area�tc  \l 2 "Loss of User Work Area"�



This section defines the procedures that will be used to recover from both limited and total disasters resulting from the loss of all, or partial loss of user work area at the DOE Headquarters.



The structure of these recovery procedures are comprised of two main sections.  The first section defines the recovery procedures to recover from a partial loss of user work area.  The second section defines the recovery procedures for a total loss of user work area where the designated Hot Site would be used to recover.



I.	Partial Loss of User Work Area





Recovery Process -	Critical personnel will move to the designated Hot Work Area where dial-up modem access will be used to access the AFSC HP3000 959/200 Production System until the user’s work area becomes available again



Dial-up access number for 9600 baud  modems	(800) 861-3054



Users at the Disaster Site will reference the Disaster Site’s Contingency Plan for the location of the designated Hot Work Area that will be used during a disaster rendering the user’s normal work area unusable .





II.	Total Loss of User Work Area.



Recovery Process Option 1 -	Critical personnel will move to their designated Hot Work Area where dial-up modem access will be used to access the AFSC HP3000 959/200 Production System until the user’s work area becomes available again.



Dial-up access number for 9600 baud  modems	(800) 861-3054



Recovery Option 2 -	Critical personnel will move to the CAC CFO Service Center to work until the site’s user work area becomes available again.



Users at the Disaster Site will reference the Disaster Site’s Contingency Plan for their site procedures and the location of the designated Hot Work Area to be used until the user work area becomes available again.

��PRIVATE ��Appendices�tc  \l 1 "Appendices"�



�PRIVATE ��Appendix A	-	CFO Service Center “Hot Site” Agreement�tc  \l 2 "Appendix A	-	CFO Service Center “Hot Site” Agreement"�



DRAFT

	June 1997



	Memorandum Of Understanding

	Disaster Recovery “Hot Site” Agreement

	for 

	CFO Service Centers

Definitions:



	Home Site:  -  The original processing location before the event of a disaster.



	Disaster Site:  -  The Office requesting the activation of this agreement in the event of a “Total Disaster”.



	Hot Site:  -  The alternate processing location, specified in this agreement, to be used by the Disaster Site in the event of a “Total Disaster”.



	Cold Site:  - An interim processing location used by the Disaster Site in the event a “Total Disaster” continues past the time period specified in this agreement, and the Home Site is not available.  This interim site will be used until the Home Site becomes available.



	Total Disaster:  -  A disaster that cannot be recovered on-site with existing or easily obtainable equipment; normal operations cannot be fully restored within a reasonable amount of time; and, will have a major impact on the entire Mission-Essential user community.



	Limited Disaster:  -  A disaster that can be recovered on-site with existing or easily obtainable equipment; normal operations can be made available within a reasonable amount of time; and, will have a limited impact on the entire Mission-Essential user community and/or a major impact on part of the user community.



	CAC:  - Capitol Accounting Center



	AFSC:  - Albuquerque Financial Service Center



	ORFSC:  - Oak Ridge Financial Service Center



Application Systems:	The applications covered under this “Hot Site” Agreement are the financial and accounting systems.



�seq level0 \h \r0 ��seq level1 \h \r0 ��seq level2 \h \r0 ��seq level3 \h \r0 ��seq level4 \h \r0 ��seq level5 \h \r0 ��seq level6 \h \r0 ��seq level7 \h \r0 ��seq level0 \*arabic�1�	Conditions required to activate this agreement.



A request to activate this agreement will be made by the Responsible Officer at the Disaster Site after encountering a “Total Disaster” situation  that will result in downtime of greater than 2 working days.  The conditions may change based upon needs and requirements at the time of agreement activation, and must be jointly agreed upon by the Disaster Site and the Hot Site.



�seq level0 \*arabic�2�	Decision to activate the Hot Site.



HOT SITE ACTIVATION���Service Center�Responsible Officers��AFSC�IRM Director

Finance Director��ORFSC�Finance Director��CAC�Germantown Integrated Services Team Leader

Corporate Systems Director

Capital Accounting Center Director

��

�seq level0 \*arabic�3�	Backup medium and loading procedures.



Data, programs, and related files for each major application system will be stored, without hardware compression, on nine track 6250 BPI magnetic tape compatible with the HP7980A tape drive, or 4mm 90 meter DDS tape compatible with the HP C1503B or HP C1533A  DAT drives, using STORE, DBSTORE, or RoadRunner utilities.



If the Disaster Site requires any equipment or software, not part of the standard system configuration and not already on location at the Hot Site, the Disaster Site will be responsible for shipment, software licensing, hardware maintenance, and any other associated costs.



�seq level0 \*arabic�4�	Use of a major application system at the Hot Site.



The Responsible Officer, Hot Site, will determine if enough computer resources (disk space, communications, memory, CPU) are available to run applications for both sites concurrently.  If concurrent operation is not possible, or concurrent operation causes slower response times which require shifts to be extended, then arrangements will be made to establish sufficient shift operations and/or weekend operations that will satisfy both site’s operational requirements.  This will be done by mutual agreement between the Responsible Officer, Hot Site, and the Responsible Officer, Disaster Site.  Each Hot Site will take into account minimum necessary disaster recovery resources in their computer resources capacity planning.



�seq level0 \c \*arabic�4�.�seq level1 \*arabic�1�	The Hot Site will be required to ensure:



A single, controlled location be provided to Disaster Site personnel from which computer printouts can be retrieved.



Access to the Hot Site’s computer facility by authorized computer center personnel from the Disaster Site (may require providing escort services). 



Sufficient work area to support a minimum of 5 application support personnel and user personnel from the Disaster Site.  This work area should include work space, work stations, printing capabilities,  communications to CFO systems, telephones, and facsimile capabilities.



Sufficient system administrative support to the Disaster Site during the  recovery period and until the disaster has been either resolved or a Cold Site has been established.



The Responsible Officer at the Hot Site will provide at least 16 dial-up modem ports for the Disaster Site users during the time this agreement is activated.  These modems must support a minimum of 9600 BPS.



�seq level0 \c \*arabic�4�.�seq level1 \*arabic�2�	Miscellaneous requirements:



The Disaster Site will be responsible for backing up their own data on the Hot Site’s computer using their own tapes (scratch, recovery or dump tapes), and tape management system (TMS).  



The number of hours in a work day and number of days in a work week may be expanded to include additional hours, weekends, and holidays by mutual agreement.



During activation of this agreement, the backup material not normally stored off-site and production materials will remain at the Hot Site’s location until normal processing is resumed at the Disaster Site’s computer center.



�seq level0 \c \*arabic�4�.�seq level1 \*arabic�3�	It is agreed that:



The maximum number of days the Disaster Site will be permitted to use the Hot Site for recovery will not exceed 45 days unless mutually agreed upon by the responsible officers at both sites.



A test of the recovery procedures will be performed at each Hot Site annually during a mutually agreeable time.



Each CFO Service Center will provide the other service centers with sufficient notice (at least 60 days) prior to implementation of any contemplated operating system upgrades or changes to the computer system that may effect its alternate processing capabilities at the Hot Site.



Cost statement:  No charge will be placed on the use of the Hewlett-Packard computer (ADP equipment and software).  Overtime for operations (escort provided by the Hot Site, etc.) over $1,000.00 will be reimbursed.



User-Id’s and accounts will be established as soon as this agreement is activated.



�seq level0 \*arabic�5��seq level1 \h \r0 �	Hot Site Designations for the  CFO Service Centers



HOT SITE DESIGNATIONS����Service Center�Primary

Hot Site�Secondary (Alternate)

Hot Site��AFSC�CAC�ORFSC��ORFSC�CAC�AFSC��CAC�ORFSC (DISCAS)

AFSC (MARS)�AFSC (DISCAS)

ORFSC (MARS)��

�Approval







____________________________________________________		_______________

Director of Operations, Office for Information Management,		Date

   Department of Energy Headquarters





____________________________________________________		_______________

Controller, Office of the Chief Financial Officer,				Date

   Department of Energy Headquarters

�Approval







____________________________________________________		_______________

Director, Information Resources Management Division,			Date

   Department of Energy Oak Ridge





____________________________________________________		_______________

Director,  Financial Division,  Department of Energy			Date

   Oak Ridge

�Approval







____________________________________________________		_______________

Director,  Information Resources Management Division,			Date

   Department of Energy Albuquerque





____________________________________________________		_______________

Director, Office of the Chief Financial Officer,				Date

   Department of Energy Albuquerque
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	Critical Accounts, Groups, and Users:



Critical Accounts:

Account Name

	/Group Name	 Capabilities				Security Matrix		Password





ALFCDS		AM,AL,GL,OP,CV,UV,		R,W,A,L,X:AC		None

			LG,NA,NM,CS,ND,SF,	

			BA,IA,MR,DS,PH

	

	ARCDB	BA,IA					R,X,:AC;W,A,L,S:AC,AL	None

	CMD		BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	PUB		BA,IA,MR,DS,PH		R,L:AC;W,A,X,S:AC,AL	None

	ALFCSDAT	BA,IA					R,W,A,L,X,S:AC		None

	ALFCSDEV	BA,IA					R,W,A,L,X,S:GU		None

	ALFCSPRD	BA,IA					R,W,A,L,X,S:GU		None

	ALFCSRC	BA,IA					R,W,A,L,X,S:AC		None

		

ALPROD		AM,AL,GL,CV,UV,LG,		R,W,A,L,X:AC		None

			ND,SF,BA,IA,DS,PH,

			OP,PS,NM,CS



	ALOSORCE	BA,IA					R:AC;W,A,L,X,S:AL,GU	None

	BUILDS	BA,IA					R,L:ANY;W,A,X,S:AL,GU	None

	CMD		BAIA					R,L,X:ANY;W,A,S:AL,GU	None

	COBIISRC	BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	COMPS	BA,IA					R,L:ANY;W,A,X,S:AL,GU	None

	DEV		BA,IA,PH				R,L,X:AC;W,A,X:AL,GU	None

	FMD		BA,IA					R,W,A,L,X,S:AC		None

	FTP		BA,IA					R,W,A,L,X,S:AC		None

	OBJECT	BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	PUB		BA,IA					R,W,A,L,X,S:AC		None

	QTP		BA,IA					R,W,A,S:GU;L,X:AC	None

	QUIZ		BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	SF224		BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	STREAM	BA,IA					R,W,A,L,S:GU;X:AC	None

	TRANSFER	BA,IA					R,W,A,L,X,S:AC		None

�Critical Accounts, Groups, and Users: (cont’d)



Critical Accounts:

Account Name

	/Group Name	 Capabilities				Security Matrix		Password



	XFRDB	BA,IA					R,L,X:AC;W,A,S:AL,GU	None





IDFCDS



	PUB







IDPROD 		AM,AL,GL,CV,UV,LG,		R,W,A,L,X:AC		None

			ND,SF,BA,IA,DS,PH,

			OP,NM,CS,



	CMD		BA,IA					R,W,A,L,X:AC		None

	JOB		BA,IA					R,W,A,L,X:AC		None

	MARSXFER	BA,IA					R,W,A,L,X:AC		None

	PH		BA,IA					R,W,A,L,X:AC		None

	PHPROD	BA,IA					R,X:AC;W,A,L,S:AL	None

	PUB		BA,IA,DS,PH			R,W,A,L,X:AC		None

	SECURITY	BA,IA					R,W,A,L,X:AC		None



IDDEV		AM,AL,GL,OP,CV,UV,		R,W,A,L,X:AC		None

			LG,NM,CS,NM,SF,BA,

			IA,DS,PH



	CMD		BA,IA					R,W,A,L,X:AC		None

	COMP		BA,IA					R,W,A,L,X:GU		None

	JOB		BA,IA					R,W,A,L,X:GU		None

	PUB		BA,IA,DS,PH			R,X:ANY;W,A,L,S:AL,GU	None

	SECURITY	BA,IA					R,W,A,L,X:AC		None

 	SOURCE	BA,IA					R,W,A,L,X:GU		None



�Critical Accounts, Groups, and Users: (cont’d)



Critical Accounts:

Account Name

	/Group Name	 Capabilities				Security Matrix		Password



NVPROD	 	AM,AL,GL,CV,UV,LG,		R,L,X:ANY;W,A:AC		None

		 	ND,SF,BA,IA,MR,DS,PH

			OP,NA,NM,CS

	

	PUB		BA,IA,MR,DS,PH		R,L,X:ANY W,A,S:AC,AL	None





PATENT	 	AM,AL,GL,OP,UV,LG,		R,W,A,L,X:AC		None

			ND,SF,BA,IA,DS,PH,

        		NM,CS



	CMD		BA,IA					R,W,A,L,X,S:AC		None

	LST		BA,IA					R,W,A,L,X,S:GU		None

	OBJECT	BA,IA,PH				R,L,X:AC;W,A,S:AL,GU	None

	PUB	 	BA,IA					R,X:ANY;W,A,L,S:AL,GU	None

	QUERY	BA,IA					R,W,A,L,X,S:GU		None

	STREAM	BA,IA					R,W,A,L,X,S:GU		None



SFFCDS		AM,AL,GL,OP,CV,UV,		R,A,W,L,X:AC		None

			LG,NA,NM,CS,ND,SF,

			BA,IA,DS,PH



	ARCDB	BA,IA					R,X:AC;W,A,L,S:AC,AL	None

	CMD		BA,IA					R,L,X:AC;W,A,S:AL,GU	None

	PUB		BA,IA,MR,DS,PH		R,L:AC;W,A,X,S:AC,AL	None

	SFFCSDAT	BA,IA					R,W,A,L,X,S:AC		None

	SFFCSDEV	BA,IA					R,W,A,L,X,S:GU		None

	SFFCSPRD	BA,IA					R,W,A,L,X,S:GU		None

	SFFCSRC	BA,IA					R,W,A,L,X,S:AC		None







�Critical Accounts, Groups, and Users: (cont’d)



Critical Accounts:

Account Name

	/Group Name	 Capabilities				Security Matrix		Password



SFPROD		AM,AL,GL,OP,CV,UV		R,A,W,L,X:AC		None

			LG,NA,NM,CS,ND,SF,

			BA,IA,DS,PH



	AIDATA	BA,IA,DS,PH			R,W,A,L,X,S:AC		None

	ALO		BA,IA					R,W,A,L,X,S:GU		None

	CMD		BA,IA					R,X:ANY;W,Z,L,S:AL	None

	CONV		BA,IA					R,W,Z,L,X,:ANY;S		None

	DATA		BA,IA					R,W,A,L,X,S:ANY		None

	DB		BA,IA,DS,PH			R,W:ANY;A,L,S:GL ;X	None

	DEA		BA,IA					R,W,A,L,X,S:GL		None

	ELSTER	BA,IA					R,W,A,L,X,S:GL		None

	ENV		BA,IA					R,L,X:ANY;W,A,S:GU	None

	FORMS	BA,IA					R,L:ANY;W,A,S:AL ;X	None

	GADATA	BA,IA,DS,PH			R:ANY;W,A,L,X,S:AL	None

	INFORM	BA,IA					R,W,A,L,X,S:AC		None

	JOBS		BA,IA					R,W,A,L,S:GL;X:ANY	None

	LBLDATA	BA,IA,DS,PH			R,W,A,L,X,S:AC		None

	LIB		BA,IA					R,W,A,L,X,S:AL		None

	LLNLDATA	BA,IA,DS,PH			R,W,A,L,X,S:AC		None

	MARSXFER	BA,IA,DS,PH			R,W,A,L,X,S:GU		None

	MGRGRP	BA,IA					R,W,A,L,X,S:GU		None

	OBJECT	BA,IA,DS,PH			R,W,A,L,S:AL;X:ANY	None

	PLATANIA	BA,IA					R,W,A,L,X,S:GL		None

	PUB		BA,IA					R,L,X:ANY;W,A,S:AC	None

	QOBJECT	BA,IA,DS,PH			R,W,A,L,XS:AC;X:ANY	None

	QSOURCE	BA,IA,DS,PH			R,W,A,L,X,S:AL		None

	REVPRT	BA,IA					R,W,A,L,X,S:AC		None

	SLACDATA	BA,IA,DS,PH			R,W,A,L,X,S:AC		None

	SOURCE	BA,IA,DS,PH			R,W,A,L,X,S:AL		None

	STREAM	BA,IA,DS				R,L:AC;W,A,S:AL;X:ANY	None

	STRMCM	BA,IA,DS				R,L:AC;W,A,S:AL;X:ANY	None

�Critical Accounts, Groups, and Users: (cont’d)



Critical Accounts:

Account Name

	/Group Name	 Capabilities				Security Matrix		Password



	TICE		BA,IA					R,W,A,L,X,S:GL		None

	UDC		BA,IA					R,L:AC;W,A,S:AL;X:	None

	USE		BA,IA					R,A,L,S:AC;W,X:ANY	None

	UTIL		BA,IA					R,W,A,L,X,S:AC		None

	



�	Critical Accounts, Groups, and Users:



Title	Critical User	User Id	Home Grp	Capabilities	Phone



Account



ALPROD



Systems Support	H. Lee	MANAGER	PUB	AL,UV,LG,NM,	505-845-4857

	C. Sanders	MGR		ND,SF,BA,IA 	505-845-4144

 				PUB AL,OP,UV,LG,

				NM,ND,SF,BA,

				IA

HP App. Programmer	G. McKinley	LIBARIAN	COBIISRC	AL,UV,LG,ND,	505-845-6304

				SF,BA,IA

Certifying Officer	M. Gallegos	UF90T38	FMD 	UV,LG,NM,ND,	505-845-4147

				SF,BA,IA

Certifying Officer	G. O’Dowd 	UF90T21	FMD 	UV,LG,NM,	505-845-4136

				ND,SF,BA,IA

Certifying Officer	G. Woods 	UF90T56	FMD 	UV,LG,NM,ND,	505-845-4148

				SF,BA,IA

Fiscal Operations	L. Hart 	UF90T35	FMD 	UV,LG,NM,ND,	505-845-4131	

				SF,BA,IA

Fiscal Operations	G. Chavez	UF90T06	FMD 	UV,LG,NM,ND,	505-845-4081

 				SF,BA,IA

Vendor/Grantee 	M. Yarritu 	UF90T51	FMD 	UV,LG,NM,ND,	505-845-5388

 				SF,BA,IA

Vendor/Grantee	A. Cordova 	UF90T19	FMD 	UV,LG,NM,ND,	505-845-6092

 				SF,BA,IA

Travel Services	D. Fowler-Lynch	UF90T39	FMD 	UV,LG,NM,ND,	505-845-6031

 				SF,BA,IA

Travel Services	G. Crook 	UF90T88	FMD 	UV,LG,NM,ND,	505-845-6071

 				SF,BA,IA

Travel Services	B. Hilton 	UF90T40	FMD	UV,LG,NM,ND,	505-845-4145

 				SF,BA,IA

Acctng Operations	E. Maestas 	UF90T90	FMD 	UV,LG,NM,ND,	505-845-4123

 				 SF,BA,IA

Acctng Operations	B. Heaslip 	UF90T82	FMD 	UV,LG,NM,ND,	505-845-6943

 				SF,BA,IA

Acctng Operations	G. Crockett 	UF90T59	FMD 	UV,LG,NM,ND,	505-845-4248

 				SF,BA,IA

Acctng Operations	C. Held-Sandoval	UF90T47	FMD 	UV,LG,NM,ND, 	505-845-6081

 				SF,BA,IA

Acctng Operations	K. Earnest 	UF90T97	FMD 	UV,LG,NM,ND,	505-845-4951

 				SF,BA,IA

Systems Accountant	K. Benson 	UF90T03	FMD 	UV,LG,NM,ND,	505-845-6113

 				SF,BA,IA

Systems Accountant	V. Gallegos-Botz	UF90T36	FMD	UV,LG,NM,ND,	

				SF,BA,IA

Systems Accountant	D. Sosa	UF90T72	FMD	UV,LG,NM,ND,

				SF,BA,IA



SFPROD



Payroll & Travel	S. Studamire 	UR15T37	STUDA-	GL,UV,LG,ND,	

			MIRE	SF,BA,IA

Non-Integrated I/V	D. Dea	UR15T29	DEA	GL,UV,LG,ND,

				SF,BA,IA

Integrated/Validation	D.  Hill	UR15T20	HILLS	GL,UV,LG,ND,

				SF,BA,IA

Integrated/Validation	M. Tice	UR15T21	TICE	GL,UV,LG,ND,

				SF,BA,IA

System Requirements	D. Platania	UR15T03	PLATANIA	GL,UV,LG,ND,	

				SF,BA,IA

Budget Requirements	S. House	UR15T16	PUB	GL,UV,LG,ND,

				SF,BA,IA

Contractor Support	B. Reiley	UR15T02	SOURCE	AM,CV,LG,NM,	

				ND,SF,BA,IA,DS

Contractor Support	G. Cosby	UR15T07	SOURCE	AM,AL,CV,UV,	510-637-1787

				LG,NM, ND,SF,

				BA,IA,DS

Contractor Support	K. Kan	UR15T16	PUB	AM,CV,UV,LG,

				NM,ND

�Critical Accounts, Groups, and Users:



Title	Critical User	User Id	Home Grp	Capabilities	Phone

Account

	

IDPROD		

			R. Brown			UR20T15		PUB	UV,LG,ND,	

												SF,BA,IA

			D. Shepherd		UR20T03		PUB	UV,LG,ND,

												SF,BA,IA

			J. Wilson			UR20T08		PUB	UV,LG,ND,

												SF,BA,IA

			M. Quast			UR20T41		PUB	UV,LG,ND,SF,

												BA,IA

			S. Crane			UR20T04		PUB	AM,AL,GL,CV,	208-526-1146

												UV,LG, NM,ND,

												SF,BA,IA,DS

			C. Cook			UR20T05		PUB	UV,LG,ND,SF,

												BA,IA
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�PRIVATE ��Account Name�Log Identifier�Databases Logged�Database Creator��ALPROD�PFORSLOG/DISCAS�FINDB.PUB

JRNLDB.PUB�U0379JD

U0379JD��MARS�MARSLOG�MARSDB.PUB

MCTLDB.PUB�LIBARIAN

LIBARIAN��DAAD�DAADLOG/DISCAS�FINDB.PUB�U0340JG��CH�CHLOG/DISCAS�FINDB.PUB�LIBARIAN����PRIVATE ��Appendix E	-	Hardware Inventory, Requirements, and Licenses�tc  \l 2 "Appendix E	-	Hardware Inventory, Requirements, and Licenses"�



HP SERIES 959 CPU (A1708A) LOCATED DOE/AL

S9x9KS SPU	

 640 megabytes memory  					HPUSAN Number: XXXXXX- 

56 Gigabytes of Disc Storage & cabinets 

Rack mount for HP3000/9000 K-Class

Line Printer

8MM Cartridge Autoloader

6045S Controller for 8MM Tape Drive

9 Track Mag Tape (1600/6250 bpi) - 7980SX Tape Drive

4 4GB DDS DAT Drives with Compression

5 Data Comm & Terminal controllers(DTC) 2348A

DTC72MX Communication Server with TELNET Access Card and LAN Card

HP-PB SCSI Host Adapter

ThinLAN Link 802.3 LAN

Precision BUS PSI

HP-PB SCSI Host Adapter

Integrated SCSI-2 Installed 

RS-232-C Synch Modem w/RS366 Autodial Connections
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Vendor	Software



Hewlett-Packard 	FOS (Fundamental Operating System)

IMAGE/SQL SUPPORT

ALLBASE/SQL

COBOL II/XL

HP EDIT/XL

HP GLANCEPLUS/XL

THINLAN 3000/XL

NS 3000/XL

NS PT-PT 3000/XL

SNA LINK/XL (Production CPU only)

SNA NRJE/XL (Production CPU only)

File Transfer Protocol (FTP)

WORKLOAD MANAGER

TDP

HP EDIT

INFORM/DICTIONARY/3000

Aldon	S/COMPARE

Bradmark	DBGENERAL/DEFRAG

Cognos	QUIZ, PDL (Full Development Production-runtime 918)

Cosmosoft	DATANOW

Disc	OMNIDEX

Lund	SOS/3000

Unison Software	ROADRUNNER, FORMATION IX

Vesoft	MPEX, SECURITY/3000

O'Pin Systems	REVEAL, ESPUL (RAC)

Corporate Computer Systems	TRAX

3K Associates	NETMAIL

Robell	QEDIT

Vesoft Corp	 MPEX/3000, VEAUDIT/3000, SECURITY/3000
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�PRIVATE ��	Telecommunication Requirements������	Configuration

	Description�	ORFSC

	959/200�	AFSC

	959/200�	CAC

	992/200�	CAC

	947��	configuration for Modem Dial-up Access������Modem Dial-up



IX Datapath�(888) 722-4409

(423) 576-8928�(800) 552-2322

(505) 845-5994�(800) 724-6210

(301) 903-5600

(301) 903-6354�(800) 724-6210

(301) 903-5600

(301) 903-6354��Baud Rate�9600�9600�9600�9600��Receive/

Transmit Pacing�XON/XOFF�XON/XOFF�XON/XOFF�XON/XOFF��Parity�None�None�None�None��Databits�8�8�8�8��Stopbits�1�1�1�1��	Configuration for TELNET Access������Connection Type�TELNET-Mgr�TELNET-Mgr�TELNET-Mgr�TELNET-Mgr��Host Name/

DTC IP Address

�

199.201.155.44

�

198.51.239.3

�Hptn1.hq.doe.gov

205.254.154.126

Hptn2.hq.doe.gov

205.254.154.124�Hptn1.hq.doe.gov

205.254.154.126

Hptn2.hq.doe.gov

205.254.154.124��TELNET IP Address (Direct Access)�199.201.155.34�198.51.239.1�205.254.154.101�205.254.154.102��Parity�8/None�8/None�8/None�8/None����PRIVATE ��Appendix H	-	Vaulting Inventory�tc  \l 2 "Appendix H	-	Vaulting Inventory"�



The weekly full system backups are rotated on a regular basis between on-site and off-site storage facilities. The weekly backups are first transferred to the 20381 building at DOE/AL. The oldest backup tapes located in 20381 are then brought back to the DOE/AL CCF. In addition to the weekly backups, tapes containing DISCAS software releases, and DISCAS prior year databases are permanently located in the 20381. For more details, see Appendix D - Vaulting in the Continuity Of Operations Plan.
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The following table defines applications and mission essential functions that can cause minor or major impacts on the user community if a disaster occurs and these functions are no longer available.



Each application / function entered on the table shows the areas affected if these functions were not available due to a disaster at the service center.  The rules established in the definitions listed below of a limited and total disaster are used to determine if the loss of the listed function would fall under the limited disaster scenarios or under the total disaster scenarios.  Each application / function is listed, along with the recovery options, under each affected area.



Limited Disaster:  -  A disaster that can be recovered on-site with existing or easily obtainable equipment; normal operations can be made available within a reasonable amount of time; and, will have a limited impact on the entire Mission-Essential user community and/or a major impact on part of the user community.



Total Disaster:  -  A disaster that cannot be recovered on-site with existing or easily obtainable equipment; normal operations cannot be fully restored within a reasonable amount of time; and, will have a major impact on the entire Mission-Essential user community.

�

�PRIVATE ��Mission Essential Functions / with Possible Recovery Options���������APPLICATION /

MISSION ESSENTIAL FUNCTIONS�LIMITED DISASTER SCENARIOS����TOTAL DISASTER SCENARIOS�����TELECOMM�HP PROCESSORS�DATA / MEDIA�USER WORK AREA�TELECOMM�COMPTR CENTER�USER WORK AREA��CAC - DISCAS���������Treasury Host-to-Host�HP-IBM SNA down

	Use ECS

	Tape to IBM

	Use Test HP

HQ IBM Down

	Use ECS

	Tape to Treas.

Treas Down

	Use ECS

	Tape to Treas.

DataComm down

	Use ECS

	Tape to Treas.

	

�Prod HP down

	Use Test HP

	Use ECS�Data not lost, but offline

	Migrate data to other media on Prod HP.

	Migrate data to other media on Test HP.



Data media damaged

	Recover data from backups onto other media. Manually recreate lost data.�ECS Wrkstn down

	Use backup ECS wkstn.

	Use alt. ECS at (FERC?).



Work Area lost

	Use Alt. work area.



Loss of printers

	Use online rpt viewing to verify reports.

	Use SLAVEPRINT

�HQ-IBM available

	Use SNA NRJE from Hot Site.



HQ-IBM unavail.

	Tape to Treas.�Use Hot Site Host�to�Host.

Use Hot Site ECS.

Tape from Hot Site to Treas.



Recover data from backups onto other media. Manually recreate lost data.�Use Hot Site Host�to�Host.

Use Hot Site ECS.

Tape from Hot Site to Treas.��ECS�Treas. Down

	Tape to Treas.��Data media damaged

	Recover data from backups onto other media. Manually recreate lost data.�ECS Wrkstn down

	Use backup ECS wkstn.

	Use alt. ECS at (FERC?)��Use Hot Site ECS.

Tape from Hot Site to Treas.�Use Hot Site ECS.

Tape from Hot Site to Treas.��Feed to MARS

	only critical 1st week/mth�HP-to-HP link

	Use NS dial-up.

	Transfer file from dial-up wrkstn.

	Tape to MARS.

�DISCAS unavail.

	Use Test HP



MARS down

	Wait

�Data not lost, but off-line

	Migrate data to other media on Prod HP.

	Migrate data to other media on Test HP.

Data media damaged

	Recover data from backups onto other media. Manually recreate lost data.�Loss of printers

	Use on-line rpt viewing to verify reports.

	Use SLAVEPRINT�DOE-BN down

	Download to wrkstn, then dial-up MARS Hot Site to transfer file.

	Send tape to MARS.



DOE-BN avail at Hot Site

	Transmit to MARS Hot Site.

	Send tape to MARS.�DISCAS unavail.

	Use Hot Site



MARS unavail.

	Wait.

	Transmit to MARS Hot Site.

	Submit to FIS via SNA NRJE���Feed from LDS�Wait or make manual entries�Wait or make manual entries on HP Test machine�Retransmit or regenerate or make manual entries��Reroute to Hot Site or send by mag tape�Reroute to Hot Site or send by mag tape���SPS-DISCAS�Manually transport the data�Process the data manually�Process the data manually

Resend or restart to resynchronize��Adjust the interface so you can transport to the Hot Site�Adjust the interface so you can transport to the Hot Site���DISCAS Invoice / Payment Processing�Use alternate access methods�Process highest priority payments only

Work from the original documents and reports�Manually process from ECS then re-entry to DISCAS�Process without original documents subject to later review and audit�Use alternate access methods to Hot Site

Send critical personnel to alternate work area / Hot Site�Process at Hot Site

Recover / re-enter the data�Process without original documents subject to later review and audit

Try to get new documents��Travel Processing�����Use alternate access method with file transfer capability�Process at Hot Site

Recover / re-enter the data�Use alternate access method to the travel manager server from the alternate work area.

Use alternate access method to transfer data from travel manager server to the Hot Site.��Going in and going out of Dual Year�����Use alternate access methods to Hot Site

Send critical personnel to alternate work area / Hot Site�Process at Hot Site

Recover / re-enter the data�Process without original documents subject to later review and audit

Try to get new documents��Normal DISCAS processing during Year-end�����Use alternate access methods to Hot Site

Send critical personnel to alternate work area / Hot Site�Process at Hot Site

Recover / re-enter the data�Process without original documents subject to later review and audit

Try to get new documents��Integrated Contractor feeds into DISCAS (Critical only during month-end and year-end)�Case by Case�Case by Case�Case by Case�Case by Case�Case by Case�Case by Case�Case by Case��PAYPERS feed���������ADVICE

(Critical at end of month)�Wait except at end of month

Use alternate transfer method or manually keyed in�Wait except at end of month

Use alternate transfer method or manually keyed in�Wait except at end of month

Use alternate transfer method or manually keyed in�Wait except at end of month

Use alternate transfer method or manually keyed in�Process at Hot Site�Process at Hot Site������������

��PRIVATE ��	Appendix K	-	Hewlett-Packard Continuity of Operations Procedures�tc  \l 1 "	Appendix K	-	Hewlett-Packard Continuity of Operations Procedures"�



I.	GENERAL INFORMATION



The Three CFO Service Centers, Capitol Accounting Center (CAC), located in Germantown, Maryland, Oak Ridge Financial Service Center (ORFSC), located in Oak Ridge, Tennessee, and Albuquerque Financial Service Center (AFSC), located in Albuquerque, New Mexico, have entered into a Memorandum of Understanding Hot Site Agreement designating each of them to serve as either a Primary or Secondary Hot Site for the other two service centers.  All references to the Alternate Site in this document will refer to ORFSC as the Primary Hot Site for DISCAS and AFSC as the Primary Hot site for MARS.  (Refer to the Hot Site Designations Table Below )



HOT SITE DESIGNATIONS����Service Center�Primary

Hot Site�Secondary (Alternate)

Hot Site��AFSC�CAC�ORFSC��ORFSC�CAC�AFSC��CAC�ORFSC (DISCAS)

AFSC (MARS)�AFSC (DISCAS)

ORFSC (MARS)��

1.2	Structure of recovery procedures



1.	Coordinate creation of user IDs on Alternate Site Processor

2.	Identify and implement required telecommunication changes

3.	Install any necessary third-party software

4.	Implement the CAC Tape Management System (TMS) software at Alternate Site 

5.	Restore critical files and setup applications 

6.	Coordinate processing schedule/system availability

7.	Coordinate return to normal processing at DOE Headquarters



II.	RECOVERY PROCEDURES



2.1	Coordinate creation of accounts and user IDs on Alternate Site Processor



1.	Review list of critical system accounts and users (See Appendix B - Critical Accounts and Users)



2.	Provide the Alternate Site with a list of accounts and user IDs to be created, with any accompanying documentation required.



3.	Provide AFSC a list of user IDs that will need Secure Access Cards for logging onto the AFSC computer systems.



2.2	Identify and implement required telecommunication changes



1.	Verify telecommunication requirements for access to the Alternate Site. 



�PRIVATE ��	Telecommunication Requirements������	Configuration

	Description�	ORFSC

	959/200�	AFSC

	959/200�	CAC

	992/200�	CAC

	947��	configuration for Modem Dial-up Access������Modem Dial-up



IX Datapath�(888) 722-4409

(423) 576-8928�(800) 552-2322

(505) 845-5994�(800) 724-6210

(301) 903-5600

(301) 903-6354�(800) 724-6210

(301) 903-5600

(301) 903-6354��Baud Rate�9600�9600�9600�9600��Receive/

Transmit Pacing�XON/XOFF�XON/XOFF�XON/XOFF�XON/XOFF��Parity�None�None�None�None��Databits�8�8�8�8��Stopbits�1�1�1�1��	Configuration for TELNET Access������Connection Type�TELNET-Mgr�TELNET-Mgr�TELNET-Mgr�TELNET-Mgr��Host Name/

DTC IP Address

�

199.201.155.44

�

198.51.239.3

�Hptn1.hq.doe.gov

205.254.154.126

Hptn2.hq.doe.gov

205.254.154.124�Hptn1.hq.doe.gov

205.254.154.126

Hptn2.hq.doe.gov

205.254.154.124��TELNET IP Address (Direct Access)�199.201.155.34�198.51.239.1�205.254.154.101�205.254.154.102��Parity�8/None�8/None�8/None�8/None��



2.	Modify the configuration of terminals/PCS to be used in accessing the Alternate Site's computer based on the above information.



3.	Communications via the SNA/NRJE link from the DOE Headquarters production Hewlett-Packard computer to the DOE Headquarters MIS computer will operate under the following guidelines:



A.	If the Headquarters MIS computer is unaffected by the disaster and operating normally, data to be transmitted to the MIS computer may still be transmitted via the SNA/NRJE link from the Alternate Site to the Headquarters MIS computer.  Any data being sent from the MIS computer to the Headquarters HP computer may be rerouted to the Alternate Site's designated Remote Id.

Oak Ridge FSC - RMT41

Albuquerque FSC - RMT38 



B.	If communications to the Headquarters MIS computer is no longer possible, any data to be transmitted between the production HP computer and the Headquarters MIS computer at Headquarters will be sent via tape.



C.	If communications to the Headquarters MIS computer is no longer possible and they have relocated to their designated Hot Site due to the disaster, any data to be transmitted between the alternate production HP computer and the Headquarters MIS computer will be transmitted either via the SNA/NRJE link from our Alternate Site to the Headquarters MIS designated Hot Site, ( Reference the HR-4 Disaster Recovery Plan ) or sent via tape to the Headquarters MIS designated Hot Site.



2.3	Install Third-Party software



System software, as defined in Deliverable #3 (Hardware/Software Acquisition Planning and Estimated Costs), has been separated into two groups: standard and non-standard.



All standard software will be available at the three DOE Financial Service Centers.



Non-standard system software will only be available at the service center(s) that serve the satellites requiring this system software.



The following table shows the non-standard third-party system software that are required at the Alternate Site for the Capitol Accounting Center (CAC) to recovery their Mission-Critical Applications.



�PRIVATE ��	NON-STANDARD THIRD PARTY SYSTEM SOFTWARE REQUIRED���������	X = Software Installed��CAC��ORFSC��AFSC���Software�Vendor�Prod�Test�Prod�Test�Prod�Test��DATANOW!�Cosmosoft�X�X������OMNIDEX

(Req for MARS)�Disc�X�X������UDMS

(Req for MARS)�Interactive Software�X�X�X�����WINGSPAN

(Req for MARS)�Software Research Northwest�X�X������

Vendor agreements have been created to allow the installation of this software on a CPU other than the licensed CPU in the event of a disaster.  Installation procedures for these packages are software specific, and are contained in the included software documentation.



The following standard third-party software is currently available at the three DOE Financial Service Centers:



Software	Vendor  

S/COMPARE	Aldon

DBAUDIT	Bradmark

DBGENERAL	Bradmark

QDESIGN	Cognos

QTP	Cognos

QUICK	Cognos

QUIZ	Cognos

TRAX	Corporate Computer Systems, Inc.

SOS/3000	Lund Performance Solutions

ESPUL/REVEAL	Opin Systems/RAC

ROADRUNNER	Unison-Tymlabs 

MPEX	Vesoft

SECURITY/3000	Vesoft

VEAUDIT	Vesoft
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Albuquerque Financial Service Center

Disaster Recovery Plan - HP Computer Systems
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Albuquerque Financial Service Center

Disaster Recovery Plan - HP Computer Systems
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Disaster Recovery Plan - HP Computer Systems
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